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We present and numerically test an analysis of the percolation transition for general node removal
strategies valid for locally treelike directed networks. On the basis of heuristic arguments we predict that,
if the probability of removing node i is pi, the network disintegrates if pi is such that the largest
eigenvalue of the matrix with entries Aij�1� pi� is less than 1, where A is the adjacency matrix of the
network. The knowledge or applicability of a Markov network model is not required by our theory, thus
making it applicable to situations not covered by previous works.
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There has been much recent interest in the structure and
function of complex networks [1

critical value p

c, there is a connected component of the
network of size of order N (the giant component), and for
values of p larger than pc, there is no connected compo-
nent of size of order N [1,3–8,10]. The critical probability
pc at which this percolation transition occurs has been the
subject of several theoretical works.

In what follows we define the in and out degrees of a
node i by dout

i �
PN
j�1 Aij and din

i �
PN
j�1 Aji. Here Aij is

the network adjacency matrix; Aij � 1 if there is a directed
link from i to j and 0 otherwise. If A � AT the network is
said to be undirected and dout

i � din
i � di. For undirected,

degree uncorrelated networks (the number of connections
per node for neighboring nodes is not correlated), Cohen
et al. have shown [4] that the critical probability is ap-
proximately given by �1� pc���hd2i=hdi� � 1� � 1, where
h�i denotes an average over nodes. Reference [8] treats the
case of undirected networks with correlations for degree
Markovian networks, i.e., networks in which all nontrivial
correlations are captured by the probability P�d0jd� that a
randomly chosen link from a node with degree d is con-
nected to a node with degree d0. Other works on undirected
networks have extended the Markovian approach to in-
clude the effect of clustering (e.g., often present in social

networks); in particular, Ref. [11] presents an analysis for
the case of weak clustering.

Reference [9] first studied the percolation transition in
directed degree Markovian networks. The types of compo-
nents studied are a strongly connected component (SCC),
defined as a set of nodes such that every node in the SCC is
reachable from any other node in the SCC by a directed
path, its associated in-component (IN), defined as the set of
nodes from which the SCC is reachable by a directed path,
and out-component (OUT), defined as the set of nodes
reachable from the SCC by a directed path. (There might
be several such components.) Of interest is the largest
strongly connected component which, if its size is of order
N, is called the giant strongly connected component,
GSCC. The out and in components of the GSCC are
denoted GOUT and GIN.

It was found in Ref. [10] that as the probability of node
removal p increases, GSCC, GOUT, and GIN disappear at
the same critical value pc. This value is determined by the
largest eigenvalue of a matrix expressed in terms of
Po�y0jy� and Pb�y0jy� where y � �din

p ; dout
p ; dbi

p �, and din
p ,

dout
p and dbi

p are the number of incoming, outgoing and

bidirectional edges for a given node. Here Po�y0jy� and
Pb�y0jy� are the probabilities of reaching a node of degree
y0 from a node of degree y by following an outgoing and a
bidirectional edge, respectively.

One of our aims in this Letter is to remove the need for
the applicability and knowledge of a Markov network
model. In order to do so, we will focus on a class of
directed networks that are locally treelike in the sense
that they have few short loops [13]. More precisely, we
assume that for each node i and not too large L, the number
of different nodes reachable by paths of length L or less
starting at node i is close to the total number of paths of
length L or less starting from node i. In particular (L � 2)
we assume that bidirectional edges are negligible in num-
ber. Under this assumption, y � �din; dout; 0�, and the ma-
trix in Ref. [10] whose eigenvalue determines pc reduces to
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 Ĉ zz0 � �dout�0P�z0jz�; (1)

where z � �din; dout�. We note that our locally treelike
condition for directed networks is analogous to assuming
negligible clustering.

In many situations the node removal probability is not a
constant. For example, airports might have different secur-
ity measures, or differ in their vulnerability to an attack or
weather related shutdown due to their geographical loca-
tion. Also, we have noted recently [14] that a measure of
the dynamical importance of node i is proportional to viui,
where u and v are the right and left eigenvectors corre-
sponding to the largest eigenvalue � of the adjacency
matrix of the network, A: Au � �u, vi



m, the number of paths of length m grows like �m, we
associate to the previous equation the eigenvalue problem
�M z � doutP

z0P�z
0jz� z0 , where �M is the Markovian

approximation to �. The previous result agrees with
Eq. (1) [the matrices doutP�z0jz� and �dout�0P�z0jz� have
the same spectrum]. We note that, in the absence of degree-
degree correlations, we have P�z0jz� � dinP�z0�=hdi,
which yields the mean field approximation for the eigen-
value, �mf � hdindouti=hdi. This agrees with the results in
Ref. [10], where the effect of bidirectional edges is con-
sidered, and, for uncorrelated networks, a formula inter-
polating between �mf (when bidirectional edges are rare)
and the undirected result �hd2i=hdi� � 1 is found. This
supports our claim that, if short closed paths are rare,
then � should be a good approximation to the threshold.

We now illustrate our theory with two numerical ex-
amples and one real network. Example 1 illustrates the
flexibility of our approach to address various weighted
percolation node removal strategies, while example 2 il-
lustrates the point that our approach does not require the
knowledge or applicability of a Markov network model.
We note that the networks in consideration are sparse,
which allows us to use efficient techniques to compute
the largest eigenvalue.

Example 1.—For simplicity, we consider uncorrelated
random networks with degree distributions P�din; dout� in
which din and dout are independent and have the same
distribution ~P�d�, that is, P�din; dout� � ~P�din� ~P�dout�. We
use a generalization of the method in Ref. [16] in order to
generate networks with a power law degree distribution,
~P�d� / d��. We choose the sequence of expected degrees
~din
i � c�i� i0 � 1��1=���1� for the in-degrees, and a ran-

dom permutation of this sequence for the out-degrees,
where i � 1; . . . ; N, and c and i0 are chosen to obtain a
desired maximum and average degree. Then, the adjacency
matrix is constructed by setting Aij � 1 for i � j with
probability ~dout

i
~din
j =�Nhdi� and zero otherwise (Aii � 0).

The ensemble expected value of the resulting network
degree distribution is given by P�din; dout�. (Note that we
assume ~dout

i
~din
j < Nhdi.) In Fig. 1(a) we show, for a N �

2000 scale free network with exponent � � 2:5 and hdi �
3, the size of GIN as a function of the number of removed



Example 2.—We start with a network generated as in
example 1 with N � 105, � � 2:5, and hdi � 3. Then, we
first specify a division of the nodes in the network into two
groups of the same size, X and Y. We define a measure of
the degree-degree correlations � � hdin

i d
out
j ie=hdii

2
e, where

h. . .ie denotes an average over edges, hQijie P
i;jAijQij=

P
i;jAij. The following (an adaptation of the

method in Ref. [21]) is repeated until the network has the
desired amount of degree-degree correlations as evidenced
in the value of �: Two edges are chosen at random, say
connecting node i to node j and node n to nodem. If i, j, n,
m are all in X and �din

n d
out
m � d

in
i d

out
j � d

in
n d

out
j � d

in
i d

out
m �<

0, the edges are replaced with two edges connecting node i
to node m and node n to node j. Otherwise the edges are
unchanged. By repeating this process for several steps one
creates two subnetworks, X and Y, with different degree-
degree correlations (here, 2.29 and 0.98, respectively).
Starting from such a network, we successively remove a
randomly chosen node and compute the size of the GIN
relative to its initial size. In Fig. 2 we plot this normalized
size of the GIN as a function of the fraction of remaining
nodes �1� p� for ten realizations of the node removal
sequence. Although the transition points of individual
realizations have some spread, the arrow (predicted from
the eigenvalue) gives a good approximation of their mean
(see inset). Similar results for both examples 1 and 2 were
obtained for tests using other values of the network pa-
rameters �, hdi, and N.

We now discuss the advantages and disadvantages of the
eigenvalue approach when compared to the Markov ap-
proximation. As opposed to the Markov approximation, the
eigenvalue approximation allows the easy treatment of
general node removal strategies (‘‘weighted percolation’’).
Furthermore, it does not require the assumption that the
node correlations depend only on their degree and are only
to nearest neighbors. In addition, the construction of the
matrix doutP�z0jz� and the determination of its largest

eigenvalue is in some cases harder than the direct determi-
nation of the largest eigenvalue of the adjacency matrix A.
On the other hand, in many cases the adjacency matrix of
the network is not known, and local sampling methods
from which an approximation to the matrix doutP�z0jz�
can be constructed must be used. Additionally, the eigen-
value approach is valid only when the network has locally
treelike structure. As such, our method should be viewed as
complementary to the Markov approach.
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