
Ninth Annual Front Range
Applied Mathematics Student Conference

March 2, 2013

Registration: 8:30 - 9:00

Morning Session I - NC1311
9:00 - 11:35

9:00 - 9:20 Yi-Hung Kuo Analysis of Dispersion-Relation-Preserving
University of Wyoming Schemes

9:25 - 9:45 Jennifer Maple Steady State Hopf Mode Interaction in
Colorado State University Anisotropic System

9:50 - 10:10 Jason M. Gates Developing Adaptive Multiscale Finite Element
Colorado School of Mines Methods for Heterogeneous Media

10:10 - 10:25 15 Minute Break

10:25 - 10:45 Victoria Li Mathematically Modeling Tsunamis
University of Colorado, Boulder

10:50 - 11:10 Prosper K. Torsu A Method of Perturbation for Solving Semilinear
University of Wyoming Elliptic Problems

11:15 - 11:35 John Villavert An Inviscid Regularization of Hyperbolic
University of Colorado, Boulder Conservation Laws

Morning Session II - Room NC1312
9:00 - 11:35

9:00 - 9:20 Matthew Niemerg An Introduction to Parameter Homotopies
Colorado State University

9:25 - 9:45 John Lepird Modeling Potential Airborne Bird Strike
United States Air Force Academy Countermeasures

9:50 - 10:10 Eric Hanson Vector Bundle Based Maps and Metrics for
Colorado State University Improving Topological Signals

from Persistent Homology

10:10 - 10:25 15 Minute Break
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10:25 - 10:45 Jennifer Diemunsch 2-Factors with a Bounded Number of Odd
University of Colorado, Denver Cycles

10:50 - 11:10 Sofya Chepushtanova Comprehensive Analysis of Hyperspectral Data
Colorado State University Using Band Selection Based on Sparse Support

Vector Machines

11:15 - 11:35 Mark Mueller The Physics of Extracting Coal Bed Methane
University of Colorado, Denver

Morning Session III - Room NC1313
9:00 - 11:35

9:00 - 9:20 Ruth A. Martin Three-Wave Mixing and the Explosive Instability
University of Colorado, Boulder

9:25 - 9:45 Jewell Anne Hartman Partial Di�erential Equations for a Statistical View
University of Colorado, of Biological Dynamics for the Interdisciplinary
Colorado Springs Studies of the Mathematical and Physical Biology

of the Cell in the Advancement of Medicine

9:50 - 10:10 Quanling Deng Symmetric Interior Penalty Galerkin Method for
University of Wyoming Solving Semilinear Elliptic Problems

10:10 - 10:25 15 Minute Break

10:25 - 10:45 Francis C. Motta On Optimally Topologically Transitive Orbits
Colorado State University

10:50 - 11:10 Bradley Lowery Stability and Parallel Performance Analysis of
University of Colorado, Denver Oblique QR Factorization Algorithms

11:15 - 11:35 Bradley McCaskill Using a Robin Boundary Condition within Domain
University of Wyoming Decomposition to Solve Elliptic Partial Di�erential

Equations

Lunch: 11:45 - 12:25
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Plenary Address: 12:30 - 1:30, NC1130

Dr. Loren Cobb, University of Colorado, Denver

Mathematics of Society and its Dysfunctions

Group Photographs at 1:30



3:00 - 3:20 Steven Ihde Numerical Preconditioning for Homotopy
Colorado State University Continuation

3:25 - 3:45 Timothy Morris Cloud Conveyor System
University of Colorado, Denver

Afternoon Session III - Room NC1313
1:45 - 3:20

1:45 - 2:05 Brandon A. Mueller Validating Falcon Telescope Network Simulations
United States Air Force Academy with Preliminary Data

2:10 - 2:30 Volodymyr Y. Kondratenko, Assimilation of Fire Perimeter Data into
Jonathan D. Beezley, Jan Mandel the Fire Spread Model SFIRE Coupled with
and Adam K. Kochanski the WRF Model
University of Colorado, Denver

2:35 - 2:55 Brent Davis Application of Numerical Algebraic Geometry to
Colorado State University Geometric Data Analysis

3:00 - 3:20 Lawrence Bush Conservative Flux from the Continuous
University of Wyoming Galerkin FEM

3:25 - 3:45 Ryan Hartz Testing the E�ects of Altitude on Rocket
United States Air Force Academy Motor Performance
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Plenary Speaker
12:30 - 1:30, NC1130

Mathematics of Society and its Dysfunctions
Dr. Loren Cobb

Department of Mathematical and Statistical Sciences and Department of Sociology
University of Colorado, Denver

Social problems are not the traditional domain of applied mathematics, yet remarkable progress
is being made, mostly by physicists. Even most mathematicians are unaware of the impending
explosion of new ideas and new mathematics for the social sciences. As recently as 25 years
ago this endeavor simply did not exist. Over the past 20 years I have worked as a free-lance
applied mathematician with a dozen di�erent countries on their toughest social problems: economic
(poverty, underground economies), criminal (drug tra�cking, juvenile gangs), political (corruption,
ethnic relations, reform of the police), and demographic (refugees, migration, population growth).
In every case there has been wonderful mathematics to be discovered, and nontrivial questions of
stability and change to ponder. This is a �eld in its infancy, where new ideas are welcomed like
water for a man dying of thirst.
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MORNING SESSION I

ANALYSIS OF DISPERSION-
RELATION-PRESERVING

SCHEMES
Yi-Hung Kuo

University of Wyoming

A numerical scheme which has the same dis-



to adaptively resolve multiscale features (such
as those described by random �elds) as well as
possible extensions to time-dependent problems
and/or three dimensions.

MATHEMATICALLY MODELING
TSUNAMIS
Victoria Li

University of Colorado, Boulder

Theoretically, tsunamis are described by a
system of nonlinear hyperbolic partial di�eren-
tial equations (PDEs) called the Shallow Water
Equations. We use the method of characteristics
and shock theory to solve for the propagation
of the wave numerically, given a set of initial
conditions. This is part of a larger project to
develop an accurate tsunami forecast model, a
collaboration between Professor Segur, the Na-
tional Oceanic and Atmospheric Administration
(NOAA), and other researchers. In the past,
the Korteweg-deVries equation successfully de-
scribed shock waves called solitons, but the shock
waves produced by tsunamis are di�erent and re-
quire a new model, such as the model proposed
by Serre, Su-Gardner, and Green-Naghdi. Our
goal is to determine whether the method of char-
acteristics can generate results which match ac-
tual data, and if not, how the model can be im-
proved.

A METHOD OF PERTURBATION
FOR SOLVING SEMILINEAR

ELLIPTIC PROBLEMS
Prosper K. Torsu

University of Wyoming

In this talk, we present a method of pertur-
bation for solving elliptic PDEs. The method
relies on representing the elliptic coe�cient as
a truncated Taylor series expansion. With this
in place, the approximate solution is expressed
as a truncated series whose n-th order term is
governed by a linear elliptic problem that de-
pends on the lower order terms for n greater
than one. The only term in the series that is
still governed by a semilinear elliptic equation is

the zeroth order term. Each of the governing
equations is obtained by performing an "order-
matching" of the di�erential operators and the
force functions. The solution of the governing
equations are obtained sequentially. We estab-
lish numerical bounds for the gradient of each
solution term, which indicate the stability of the
solution. Numerical experiments also indicates
the convergence of the true solution. One can see
the potential viability of the proposed method:
we only need to solve one nonlinear zeroth or-
der equation (with elliptic coe�cient 1) and lin-
ear equations for the higher order terms (also
with elliptic coe�cient 1). This is especially pro-
nounced for Monte Carlo type simulations.

AN INVISCID REGULARIZATION OF
HYPERBOLIC CONSERVATION LAWS

John Villavert
University of Colorado, Boulder

This talk introduces a technique that utilizes a
�ltering or spatial averaging of the nonlinear terms
in the hyperbolic equations as an inviscid regu-
larization of shocks. A central motivation for the
analytical study we present here is to promote
a recently developed �ltering technique, the ob-
servable divergence method, rather than viscous
regularization, as an alternative to the simula-
tion of shocks and turbulence for compressible
ows while, on the other hand, generalizing and
unifying previous mathematical and numerical
analysis of the method applied to the one di-
mensional Burgers’ and Euler equations. We will
primarily address two fundamental issues on the
mathematical analysis of this �ltering technique.
The �rst is on the global-in-time existence and
uniqueness of classical solutions for the regular-
ization under the more general setting of quasi-
linear, symmetric hyperbolic systems in higher
dimensions. The second issue examines one di-
mensional scalar conservation laws and describes
the su�cient conditions that guarantee the com-
pactness property needed in showing the tech-
nique captures the unique physical solution of
the original problem as �ltering vanishes.
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MORNING SESSION II

AN INTRODUCTION TO





adsorption and di�usion, as well as stress-dependent
mechanical properties of coal such as permeabil-
ity.

MORNING SESSION III

THREE-WAVE MIXING AND THE
EXPLOSIVE INSTABILITY

Ruth A. Martin
University of Colorado, Boulder

The resonant interaction of three waves is one
of the simplest forms of nonlinear interaction for
dispersive waves of small amplitude. This behav-
ior arises frequently in applications ranging from
nonlinear optics to internal waves through the
study of the weakly nonlinear limit of a disper-
sive system. The slowly varying amplitudes of
the three waves satisfy a set of coupled, nonlinear
partial di�erential equations known as the three-
wave equations. Furthermore, without spatial
dependence, the PDEs reduce to a set of coupled
ODEs that constitute a completely integrable
Hamiltonian system. Solutions to the ODEs can
exhibit two distinct behaviors, depending on the
parameters of the problem. In the �rst case, so-
lutions are bounded, while in the second case
solutions blow up in �nite time. The �rst case
is referred to as the nonexplosive case, while the
second case is known as the explosive instability.
Solutions in the explosive case can be written in
terms of a Laurent series with six free parame-
ters.
By considering the ODEs in their Hamiltonian
form, we are able to reduce the two distinct cases
to a single case. The solution to the ODEs can be
written in terms of elliptic functions, and the pa-
rameters of the elliptic function, along with the
initial data, help determine whether we are in the
explosive or the nonexplosive case. We also �nd
that every nonexplosive case has a related explo-
sive case, while the reverse is not true. Currently,
the explosive case is better understood than the
nonexplosive case. However, we can take advan-
tage of the relationship between the two cases in
order to gain information about the nonexplosive
case. When spatial dependence is re-introduced,

we hope to use our knowledge of the analytic
structure of the ODEs, combined with the inte-
grable structure of the PDEs, in order to solve
the full three-wave equations in new con�gura-
tions.

PARTIAL DIFFERENTIAL
EQUATIONS FOR A STATISTICAL

VIEW OF BIOLOGICAL DYNAMICS
FOR THE INTERDISCIPLINARY

STUDIES OF THE MATHEMATICAL
AND PHYSICAL BIOLOGY OF THE
CELL IN THE ADVANCEMENT OF

MEDICINE
Jewell Anne Hartman

University of Colorado, Colorado Springs

An interdisciplinary frontier exists between
mathematics, physics, biology, and medicine; this
frontier is known as biophysics. To expand this
frontier, sophisticated techniques and tools from
the �eld of applied mathematics are necessary to
bene�t the �eld. In order to study biological dy-
namics, analyzing rates of biochemical processes
is the �rst step in understanding the fundamen-
tals of biophysics. One of the tools necessary in-
volves the �eld of partial di�erential equations,
both linear and nonlinear, and it is greatly sig-
ni�cant to the �eld.
To study the statistical view of biological dynam-
ics, it is necessary to understand di�usion. Ficks
Law, the Di�usion Equation, and the Conserva-
tion of Mass will be used to study concentration
�elds and di�usive dynamics. Biological cells can
be thought of as chemical factories, and it is a
known fact that chemicals di�use. Consequently,
by studying partial di�erential equations, rate
equations for polymerization reactions, dynam-
ics of molecular motors, macromolecule decay,
and enzyme kinetics are just a few of the �elds
of biophysics that can be gained from applied
mathematics. In order to study these systems,
applied mathematics is a necessary �eld. Sta-
tistical biological dynamics also involves electro-
statics. Problems involving electrostatics require
Maxwell Equations, which are some of the most
signi�cant di�erential equations that exist. Dif-
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fusion equations for biophysics require knowl-
edge of partial di�erential equations in an ap-
plied sense, modeling the situation to study the
speci�cs of the �eld. The ultimate goal of the
UCCS BioFrontiers Institute Research Program
is to expand research from an interdisciplinary
program combining biology, computer science,
mathematics, medicine, and physics. But, with-
out applied mathematics, these advances could
not be made. Therefore, in order to succeed in
accomplishing the future of medicine as the fron-
tier between physics and biology is discovered,
applied mathematics will serve as the tool that
makes it all possible.

SYMMETRIC INTERIOR PENALTY
GALERKIN METHOD FOR SOLVING
SEMILINEAR ELLIPTIC PROBLEMS

Quanling Deng
University of Wyoming

We consider numerical discretization of a class
of semilinear elliptic problems using the Sym-
metric Interior Penalty Galerkin (SIPG). The re-
sulting algebraic system is then linearized using
Newton’s method of iteration. Several numerical
examples are presented to illustrate performance
of the numerical procedure. Problems such as
Bratus equation and nonlinear polynomial reac-
tion are used as benchmarks. We will also discuss
a future work on Jacobian-Free-Newton-Krylov
DG methods for nonlinear PDEs.

ON OPTIMALLY TOPOLOGICALLY
TRANSITIVE ORBITS

Francis C. Motta, Patrick D. Shipman,
and Bethany Springer

Colorado State University

We introduce a function E : fxjx 2 Mg !
R [ f1g on the orbits of a discrete-time dy-
namical system, �(x) : M ! M de�ned on a
compact manifold, which we interpret as a mea-
sure of an orbit’s topological transitivity. Moti-
vated by phyllotactic patterns and problems in
mixing, we study the family of dynamical sys-
tems R� : [0; 1) ! [0; 1) (� 2 (0; 1)) de�ned

by R�(x) = (x + �) mod 1. Utilizing a recur-
sive formula derived from the three-distance the-
orem, we compute exact values of E(fRt�(x)jt 2
Ng; x 2 [0; 1)), for various choices of �. We then
study this measure of topological transitivity on
transitive orbits of Bernoulli shift maps de�ned
on sequences over �nite alphabets.

STABILITY AND PARALLEL
PERFORMANCE ANALYSIS OF
OBLIQUE QR FACTORIZATION

ALGORITHMS
Bradley Lowery

University of Colorado, Denver

We study parallelQR factorization algorithms,
where the columns of the Q factor are orthogonal
with respect to an oblique inner product. The
oblique inner product is de�ned by a symmetric
positive de�nite matrix, A. We present new sta-
bility analysis for existing algorithms as well as a
new, stable, communication avoiding algorithm.
We analyze both the loss of orthogonality and
representativity and develop test cases to exhibit
di�erent behavior on the bounds. The numerical
experiments show the bounds tight. We �nd that
loss of orthogonality, even for the most stable al-
gorithms, may at worst be proportional to the
condition number of A. However, this depends
greatly on the column space of the matrix.

Finally, we consider the parallel performance
of the algorithms. The computation of a matrix-
vector and matrix-matrix product with A is the
overhead when comparing the cost to QR factor-
izations schemes with Euclidean inner product.
To demonstrate the two extremes, we consider
the cases where A is dense and when A is sparse,
speci�cally when A is tridiagonal.
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USING A ROBIN BOUNDARY
CONDITION WITHIN DOMAIN
DECOMPOSITION TO SOLVE

ELLIPTIC PARTIAL DIFFERENTIAL
EQUATIONS

Bradley McCaskill
University of Wyoming

In this presentation, we develop a
non-overlapping iterative domain decomposition
technique to solve an elliptic boundary value prob-
lem. The interface condition that is used within
the iteration is a Robin boundary condition, which
would allow solving each sub-domain indepen-
dently. This way, the iteration is performed only
at the interface level. Each local problem is solved
using some type of �nite volume procedure. Sev-
eral numerical experiments are discussed to illus-
trate the important features of the procedure.

AFTERNOON SESSION I

Modeling Contest, Problem A
COOKING THE ULTIMATE

BROWNIE: INTRODUCTION TO
THREE-DIMENSIONAL FINITE

ELEMENT ANALYSIS
Nathan Pelc

Collaborators: Jack Lepird and Austin
Howard

United States Air Force Academy

Nobody likes burnt brownies, yet common
rectangular brownie pans create burnt corner
brownies and undercooked center brownies. Con-
versely, circular pans use oven area ine�ciently,
and still cook the outer edges quicker. In the
recent COMAP MCM competition, one of the
problems required modeling the outer tempera-
ture distribution of various basic brownie pans,
and optimizing a pan in order to obtain uniform
temperatures and maximum amounts of brownie.
We, however, extended this problem to three di-
mensions. Therefore, our research focused on
three issues: �rst, to accurately model the three-
dimensional temperature distributions of various
arbitrarily shaped brownie pans; second, to cre-
ate a brownie pan that minimizes temperature

di�erences throughout the brownie; and �nally,
to maximize the number of such brownie pans
that can �t into an oven. To solve the prob-
lem, we used a �nite element analysis (FEA)
and forward di�erence approximation in order
to numerically solve the 3D heat equation for
arbitrarily shaped pans. We also created an op-
timization of that model to minimize the tem-
perature di�erences throughout the brownie by
adding and removing brownie to locations that
were too hot or too cold, respectively. Finally, we
also used a system of homogeneous ordinary dif-
ferential equations (ODEs) to simulate the heat
ow within an oven and optimize for the maxi-
mum amount of edible brownie cooked per batch.

Modeling Contest, Problem A
THE ULTIMATE BROWNIE: A GUIDE

TO MAKE THE ULTIMATE
BROWNIE PAN





We generalize this model to the important
case of edge weights drawn from an exponen-
tial family distribution. This weighted stochastic
block model (WSBM) includes as special cases
most standard distributional forms, and thus al-
lows us to use weighted relations directly in re-
covering latent block structure. Handling these
general weight distributions presents several tech-
nical di�culties for model estimation, which we
solve using a Bayesian approach.

Because of the large parameter space, model
estimation is a non-trivial problem. We intro-
duce a variational algorithm to e�ciently ap-
proximate the model’s posterior distribution in
dense graphs and a scalable belief propagation
algorithm for sparse graphs.

In numerical experiments on edge-weighted
networks,our weighted stochastic block model sub-
stantially outperforms other techniques in cor-
rectly recovering latent block structure, includ-
ing the common approach of �rst applying a sin-
gle threshold to all weights and then applying the
classic stochastic block model. We also apply the
model to a network of human microbiome sample
similarities showing potential application.

This model enables the recovery of latent struc-



viewed as a degree sequence analogue to the clas-
sical Tur�an problem, \Determine the minimum
integer �(H;n) such that every n-term graphic
sequence with sum at least �(H;n) is potentially
H-graphic." The exact value of �(H;n) has been
determined for a number of speci�c classes of
graphs (including cliques, cycles, complete bi-
graphs and others). In this talk, we will discuss
the extension of this potential function, �(H;n),
where H is a (loopless) multi-graph.

NUMERICAL PRECONDITIONING
FOR HOMOTOPY CONTINUATION

Steven Ihde



models. The �re has a very strong e�ect on
the atmosphere and changes in atmospheric state
due to the �re take time to develop, so the exist-
ing atmospheric circulation is no longer compat-
ible with the modi�ed �re. Moreover, linearized
changes to the atmospheric state have no hope
of establishing the properly changed circulation
in a physical balance. We have recently devel-
oped a technique for �re ignition from perimeter
data, which goes back in time and replays an ap-
proximate �re history to allow the proper atmo-
spheric circulation patterns to develop. Here, we
extend this technique to the assimilation of a �re
perimeter into a developed �re state with an es-
tablished atmospheric state. The SFIRE model
uses the level set method to simulate the �re
spread. Our data assimilation approach takes
advantage of the manipulation of the �re state
through level set functions, which is much easier
than manipulating the �re areas directly.

APPLICATION OF NUMERICAL
ALGEBRAIC GEOMETRY TO

GEOMETRIC DATA ANALYSIS
Daniel Bates1, Brent Davis1, Michael

Kirby1, Justin Marks2, and Chris
Peterson1

Colorado State University1

Air Force Institute of Technology, Wright
Patterson Air Force Base2

For two �xed vector spaces V and W of a
�nite-dimensional vector space over R de�ne

cos(�(V;W )) = max
v2V;w2W

fv � wjkvk= kwk= 1g:

Note that

�(V;W) = min
v2V;w2W

fcos�1(v � w)jkvk= kwk= 1g

is called the �rst principal angle between sub-
spaces V and W.

Let fV



This is accomplished using a high altitude test-
ing site located in Colorado, and a low altitude
testing site located in Louisiana and employing
hobbyist rocket motors. This research is ongo-
ing, but promising results have been made and
discrepancies between the manufacture’s rocket
motor speci�cations and measured results have
been found.
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